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Motivation
 

• No existing indiscriminate poisoning methods can 
attack contrastive learning (CL).

Method - Contrastive Poisoning
 

• Idea: providing the model a shortcut to minimize the 
CL loss without actually learning real features. 

• Algorithm: co-optimize the poison perturbation and a 
neural network to minimize the CL loss. 

• Key 1: Back-propagate through data augmentations.
• Key 2: Back-propagate through momentum encoder.

Results I: Effectiveness
 

• Contrastive poisoning works for different datasets and 
different contrastive learning algorithms. 

• Contrastive poisoning works even if the attacker does 
not know the victim’s downstream task.

• Contrastive poisoning works even if the attacker does 
not know the victim’s model architecture.

Results II: Transferability
 

One poison attacks
supervised and 

contrastive learning

One poison attacks
all different CL 

algorithms 

• Contrastive poisoning has 
high frequency patterns.

Results III: Visualization
 

• Contrastive poisoning 
shortcuts alignment loss.

• Contrastive poisoning is not 
linear separable. 
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